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Optimized Consensus for Blockchain in Internet of Things
Networks via Reinforcement Learning

Yifei Zou, Zongjing Jin, Yanwei Zheng*, Dongxiao Yu, and Tian Lan

Abstract: Most blockchain systems currently adopt resource-consuming protocols to achieve consensus between
miners; for example, the Proof-of-Work (PoW) and Practical Byzantine Fault Tolerant (PBFT) schemes, which have a
high consumption of computing/communication resources and usually require reliable communications with bounded
delay. However, these protocols may be unsuitable for Internet of Things (loT) networks because the 10T devices
are usually lightweight, battery-operated, and deployed in an unreliable wireless environment. Therefore, this paper
studies an efficient consensus protocol for blockchain in loT networks via reinforcement learning. Specifically, the
consensus protocol in this work is designed on the basis of the Proof-of-Communication (PoC) scheme directly in
a single-hop wireless network with unreliable communications. A distributed MultiAgent Reinforcement Learning
(MARL) algorithm is proposed to improve the efficiency and fairness of consensus for miners in the blockchain
system. In this algorithm, each agent uses a matrix to depict the efficiency and fairness of the recent consensus and
tunes its actions and rewards carefully in an actor-critic framework to seek effective performance. Empirical results
from the simulation show that the fairness of consensus in the proposed algorithm is guaranteed, and the efficiency

nearly reaches a centralized optimal solution.
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1 Introduction

The past decades have witnessed rapid development and
wide deployment of Internet of Things (IoT) networks
in various scenarios, such as automated industrial
systems!!l, smart home applications!?!, and autonomous
driving services'’!. By contrast, the massive and heteroid
devices in IoT networks take additional challenges for
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these devices to reach valid agreements efficiently. To
solve this problem, the blockchain has been considered
an important technique to maintain trust and secure
the environment in a decentralized IoT network!*".
Specifically, the devices in blockchain reach valid
agreements periodically via the consensus protocol.
The agreements achieved by the devices are then
stored in the distributed ledgers on the chain structure.
Specifically, the response time and the security of high-
level applications provided by the blockchain system are
highly determined by the efficiency and reliability of
the consensus protocol, and the distributed ledgers on
the chain prevent tampering with the agreements. Thus,
an efficient consensus protocol for blockchain in IoT
networks is always preferred.

Various protocols have been proposed due to
the importance of a fast and reliable consensus
protocol in the blockchain. These protocols can
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be mainly divided into two groups according
to their communication models. Assuming that
reliable communications exist between each pair
of devices, a series of protocols are proposed to
support the complex applications in reality, such as
Proof-of-Work (PoW)! !, Proof-of-Activity (PoA)!'%,
Practical Byzantine Fault Tolerance (PBFT)!'!l, and
HotStuff!!?). These famous protocols effectively support
their high-level applications. However, their high
resource consumption and requirement for reliable
communications have become the largest obstacles to
implementing these protocols in IoT networks because
most of the devices in IoT networks are lightweight,
battery-operated and communicate via an unreliable
wireless channel environment. Another group of works
is specifically designed for lightweight devices in
IoT with an unreliable communication model. For
example, in Refs. [13-16], miners achieve the consensus
with a Proof-of-Communication (PoC) scheme based
on the physical interference communication model.
Specifically, after considering the collision, interference,
and failure in the wireless channel, the devices in
Refs. [13, 14] adapt their transmission probability
by statistically randomized algorithms and the tree
structures are built in Refs. [15, 16], both providing
reliable communications between devices. A PoC
scheme is then adopted by devices to achieve the
consensus. However, the statistically randomized
algorithms in Refs. [13, 14] only approach the optimal
solution with a constant factor, and the tree constructions
in Refs. [15, 16] increase the time complexity for a
consensus. An efficient consensus protocol is designed in
this paper for blockchain in an unreliable communication
model.

Notably, optimizing the efficiency of consensus
protocol is difficult, especially in a distributed wireless
network, because the consensus is a global state in
which all devices agree on the same decision/opinion.
By contrast, only local knowledge can be used for
each device to reach the global agreement, and the
communications between devices are unreliable due
to the open access wireless channel. The previously
distributed algorithms clarify the direct realization of the
consensus in an unreliable wireless network. However,
their performance still approximates the optimal solution
with some important factors. For example, a two-round
leader election phase is proposed in Ref. [13] to elect a
leader for making the agreement. As proven in Ref. [13],
the two-round leader election is only successful with a

probability of 1/16. Thus, the algorithm in Ref. [13]
takes 32 rounds in expectation to achieve a consensus,
and this result is far from the optimal solution in
which the consensus can be achieved in each round of
communications.

Different from the previous works, which use
statistical and randomized algorithms to achieve
consensus, a MultiAgent Reinforcement Learning
(MARL) scheme is employed in this paper to optimize
the usage of the wireless channel for leader election,
and the elected leader is allowed to make the consensus.
A well-trained reinforcement learning model can have
a better performance in choosing the approximate
actions than the randomized algorithm, but the proposed
algorithm has higher efficiency in achieving the
consensus than that in Ref. [13]. Moreover, the proposed
MARL algorithm is a distributed one deployed in each
of the devices. An agent is used to indicate the MARL
algorithm in each of the devices. Different from the
previous MARL works, in most of which multiple agents
either compete or cooperate with each other for the final
reward, the multiple agents in the current work have the
competition and cooperation relationship simultaneously
for a successful leader election. To handle this complex
case, each agent in our algorithm uses a matrix to
depict the efficiency and fairness of the recent leader
election and tunes its reward carefully according to its
matrix and action in the last time step. The actor-critic
framework from Refs. [17-19] is also adopted in the
MARL algorithm, which enhances the efficiency and
accuracy of the algorithm. The contribution of this paper
is summarized in the following.

A lightweight consensus protocol is proposed in this
paper for blockchain in IoT networks via reinforcement
learning, demonstrating an almost optimal efficiency.
Different from the famous PoW and Proof of Stake
(PoS) schemes based on reliable communications,
the introduced protocol has minimal requirements for
computing and storage resources to achieve consensus.
Additionally, an MARL scheme under the actor-critic
framework is proposed to help devices choose the
most approximate actions when achieving consensus.
Numerical results from the simulation show that the
efficiency of the consensus protocol nearly reaches the
optimal solution.

The authors of this study believe that the closest effort
to their work in recent years is Refs. [13—-16], which
are all committed to providing a lightweight consensus
algorithm suitable for decentralized IoT application
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scenarios. Compared with previous work, the current
study has a considerable advantage in channel utilization
efficiency when combined with reinforcement learning.
Therefore, the authors believe that this work provides
a novel perspective and option for the selection of
consensus algorithms for the large-scale application of
blockchain technology in IoT scenarios in the future.

Roadmap. The rest of this paper is organized as
follows. Section 2 presents the related work. Section 3
introduces the specific definition of the network model
and problem definition. Section 4 provides the algorithm
description. Section 5 presents an extensive simulation
to evaluate the performance of the proposed algorithm.
Section 6 concludes this paper.

2 Related Work

As mentioned above, the development of consensus
protocols in blockchain in recent years can be
divided into two groups. The first one considers the
satisfaction of the complex demands of reality based on
reliable device-to-device communication assumptions.
The aforementioned protocols usually have a high
consumption of computing or storage resources and
numerous communications to ensure the security of
consensus and priority of devices. For example, the PoW
in Refs. [8, 9], the Proof of Space in Ref. [20], the PoA in
Ref. [10], and the Proof of Reputation in Ref. [21] are all
based on reliable communication assumptions and have
high requirements for computing/storage/bandwidth
resources. This group of consensus protocols is
unsuitable for IoT networks because the IoT devices
are usually lightweight, battery-operated, and deployed
in an unreliable wireless environment. The second
group of consensus protocols, including Refs. [13—
16], are specifically designed for consensus under an
unreliable communication environment. Specifically,
the distributed protocols are proposed in Refs. [13,
14] for devices to achieve the consensus in single-
hop wireless networks with O(logn) time complexity.
The core idea of the above works is a randomized
leader election algorithm, which ensures fairness by
allowing nodes to compete for the leader with the same
transmission probability. However, the randomization in
the leader election algorithm also reduces the efficiency
of the consensus. Other approaches to consensus for
blockchain in multihop wireless networks are given in
Refs. [15, 16]. The algorithms in Refs. [15, 16] first
build some special tree structures based on the physical
interference model. The consensus can then be made

within O(logn) and O(n log* n) time steps. However,
the time used for the tree construction is non-negligible.
Similar to the settings of Refs. [13, 14], the current work
considers the consensus for blockchain in a single-hop
wireless network with unreliable communications. The
largest difference is that the MARL method is used in
the proposed algorithm to help nodes choose the most
appropriate rather than the randomized leader algorithms
in Refs. [13, 14]. Thus, the performance of the algorithm
can be optimized.

The related literature regarding the reinforcement
learning techniques used in this study is provided in
the following. The well-known early works regarding
MARL include independent Q-learning in Ref. [22],
value decomposition networks in Ref. [23], and QMIX in
Ref. [24]. The studies on the MARL later extended into
several directions according to their different training
models and relationship settings. A comprehensive
survey for MARL in recent years can be found in
Ref. [25].

According to their training models, the studies
on MARL can be divided into two categories: the
centralized one, which relies on a centralized server
to merge the learning results (e.g., the COunterfactual
Multi-Agent (COMA) policy gradients in Ref. [26]
and Multi-Agent Deep Deterministic Policy Gradient
(MADDPG) in Ref. [27]); and the distributed one, in
which the single-agent reinforcement learning scheme
is deployed on each device!?® 2’1, According to the
relationship between multiple agents in reinforcement
learning, the works of MARL can also be divided
into three groups: the fully cooperative MARL? 311,
the fully competitive MARLP? 33! and the mixed
cooperative and competitive MARLP4-3¢!, Specifically,
in the fully cooperative learning mode, the interests,
rewards, and goals of agents are the same, which is
friendly for designing efficient MARL algorithms. The
cooperative MARL is also termed team Markov games
in Refs. [37-39]. For the smart agents in the fully
competitive learning mode, the gain of one party is the
loss of another party. Thus, the key issue lies in reaching
the balance between agents and maximizing the final
global reward. Some typical works include Ref. [40]. In
the mixed setting of cooperation and competition*!=#31,
the agent is divided into multiple groups. The agents in
the same group have the same reward and will cooperate.
A competitive relationship exists between agents in
different groups because the rewards of two different
groups are negatively correlated.
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The centralized training model is generally more
accurate than the previous one due to the availability of
global information. Meanwhile, the distributed training
model is suitable for IoT networks. Compared with
the fully cooperative and fully competitive MARL, the
mixed setting of cooperation and competition is complex
but has a high potential to solve some difficult problems.
The proposed MARL in this paper is a distributed one
with a mixed setting to optimize the consensus for
blockchain in IoT networks. Additionally, the mixture
of competition and cooperation among agents in this
work is more complex than the previous ones because
each pair of nodes has a competition and cooperation
relationship with each other, which also complicates the
design of the proposed MARL algorithm.

3 Model and Problem Definition

3.1 Network and communication model

A single-hop network model, in which n nodes are
arbitrarily deployed in a two-dimensional Euclidean
space, is considered. All nodes initially wake up
with a synchronized clock, and their communications
are the roundly based half-duplex mode. Specifically,
the time in the network is split into synchronization
rounds, and each split time is sufficient for nodes
to transmit or receive a signal. At the start of every
round, every node in the network will opt to send
messages or listen to the channel to receive a signal.
However, these nodes cannot perform both because
their transceivers are half-duplex. For a wireless signal
from its transmitter u to its receiver v, the Signal to
Interference plus Noise Ratio (SINR) model in this
work is a typical physical interference model used to
describe simultaneous message reception, interference,
and competition among nodes. Graph models to
describe network communication may ignore some
physical characteristics in the process of information
dissemination. Using a graphical model can simplify
the communication model and facilitate the discussion
and analysis of the problem. However, an information
transfer model that is close to the real world will increase
the value of the current work for practical applications.
Compared with the graph-based models, the SINR model
in this paper is realistic in describing global interference
and signal reception in the physical world, which has
been extensively considered in Refs. [13-16]. The SINR

T Who transmits/receives a signal is termed as the transmitter/receiver
for short.

model is comprehensively described in the following:

Signal(v) = > P;-d(i.v)™" + N.
iel

P, -d(u,v)™"

Y over\uy Px-d(x, )"+ N
In the above SINR equations, the strength of the signal
received by v is marked as Signal(v). SINR(u,v) is
the SINR of the signal to receiver v from transmitter
u. Py is the transmission power of node x. d(x,v) is
the Euclidean distance between nodes x and v. i is an

SINR(u,v) =

agent and [ is defined as the set of transmitters in the
current round. 7 € (2, 6] is the parameter for path loss.
N is the ambient noise. 7 and N are determined by the
environment.

When SINR(u, v) > €, the receiver v can decode
the signal from u. € is a threshold determined by
hardware and is typically larger than 1. Compared with
the graph-based interference model, the SINR model
is considerably realistic and accurate in describing the
global accumulated interference and the reception of
signals.

Every node is assumed to have a uniform transmission
power P and transmission range R to formulate the
single-hop wireless environment. All nodes are within
the transmission range of each other and contain their
transmission power P > NeR".

3.2 Problem definition

The transactions between nodes in a blockchain system
occur due to some real-life activities. The nodes
must periodically achieve a consensus to ensure the
security and privacy of the transactions in a distributed
framework. Specifically, each period will have a block
containing all the transactions that occurred. All nodes
should then reach a consensus on this block; that is,
add this block on the blockchain if all the transactions
in this block are valid or discard this block otherwise.
Thus, the characteristics of the consensus in a blockchain
directly determine the efficiency and security of the
services based on the blockchain system. Similar to
the characteristics of the classical consensus problem
defined in Ref. [44], the consensus in blockchain is
defined with the following characteristics to ensure
that all nodes can quickly reach an agreement for the
transactions that occur in the blockchain system:

(1) Termination. Each node makes the decision in
finite time steps.

(2) Validity. A block will be added to the blockchain
by all nodes if and only if all its transactions are valid.
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(3) Agreement. All nodes will have the same decision
on whether to accept or abandon the new block.

Knowledge and capability of the nodes: Different
from the previous works, the consensus process in
blockchain is optimized in this study with an MARL
algorithm. Thus, each node is assumed to have a unique
ID, a lightweight computing and storage unit, and a
half-duplex transceiver for transmitting and receiving
messages. Additionally, the physical carrier sensing
function is required in the transceiver, which helps the
node determine the usage of the channel.

4 Algorithm Description

4.1 Framework of the consensus protocol

The four-stage consensus framework has been widely
utilized in previous work to reach a consensus within
the blockchain system. The current study also considers
the problem under such a framework. The following
is an elaborate description of the four-stage consensus
framework.

(1) Leader Election (LE) stage. In this stage, a
leader is elected from all the nodes within the blockchain
system.

(2) Block Proposal (BP) stage. The elected leader
proposes a block containing the transaction records
and relevant information regarding the previous block
within the network. The newly generated block is then
propagated to all the other nodes within the blockchain
system.

(3) Block Validation (BV) stage. Once the block is
received from the leader, other nodes will validate the
content of the block and return their confirmation (i.e.,
agree or disagree with the proposed block) to the leader.

(4) Chain Updating (CU) stage. All nodes,
including the leader, reach the same agreement on
whether the proposed block should be added to the main
chain.

The proposed algorithm is also based on the
framework of the four-stage consensus. Specifically,
the designed reinforcement learning algorithm ensures
that in the LE stage, only one node is definitely elected as
the leader and others know the elected result. A detailed
description is provided in the next subsection. In the BP
stage, the leader proposes a block, and all other nodes
listen to receive the block. Only one node broadcast is
available. Thus, the SINR equation indicates that the
block from the leader can be received by all listening
nodes. In the BV stage, the leader listens, and the other

nodes will transmit with power P if it does not agree
on the proposed block. The leader can sense a busy
channel* with its physical carrier sensing function when
some nodes disagree on the proposed block due to the
accumulative feature of wireless signals. Finally, the
leader broadcasts the state of the sensed channel in
the BV stage, and all nodes make the final decision
according to the state of the sensed channel in the BV
stage. Thus, if the sensed channel is busy in the BV
stage, then all nodes in the CU stage will discard this
block. Otherwise, this block will be added to the main
chain.

Notably, the famous PoW in Ref. [8], namely the
wChain in Ref. [14] and the BLOWN in Ref. [16], are
all based on such a scheme. The difference among
them is as follows: in PoW, the leader is elected by
solving a puzzle; in wChain, the leader is the root
node of its tree structure; in BLOWN, the leader is
elected with a statistically randomized algorithm. The
difference between the proposed algorithm and the
aforementioned is that the leader in the introduced
algorithm is elected by a well-designed reinforcement
learning scheme, which has nearly optimal efficiency.
The following subsection provides a detailed description
of the MARL LE algorithm.

4.2 Multiagent reinforcement learning leader

election algorithm

The proposed algorithm is introduced in the following
three parts. First, the definitions and descriptions of
the necessary elements required by the algorithm
are introduced. Second, the above definitions and
descriptions are used to introduce the detailed derivation
process of the proposed algorithm. Last, the overall
description of the algorithm and the overall structure of
the neural network are provided.

4.2.1 Definitions and descriptions of necessary
elements of the algorithm

When designing a reinforcement learning scheme, the
following four parts should generally be carefully
considered: the state space S, the action space A, the
reward R, and the transition probability Py, between
In the MARL
algorithm, n agents are deployed on each of the nodes.
In each LE stage ¢, an agent i takes an action a§ in the
current state si, immediately receives the reward ri and

the current state and the next state.

I A channel is busy when some nodes are transmitting; otherwise, we say the
channel is idle.
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comes to the new state s§ 41 and iteratively updates its
transition probability Py to expect a high reward return
U! (i.e., the cumulative reward). Specifically, in the
problem, each agent i takes the channel utilization index
as its state s'. The channel utilization index defined
below can fully and effectively measure the fairness
of channel utilization of each agent. Thus, taking the
channel utilization index as the state of an agent can
enable the agent to obtain additional completed channel

information and choose additional appropriate actions.

Each agent takes an action @’ according to the state of
this round; that is, an agent chooses to transmit messages
or listen to the channel in the current round ¢. Thus, the
new state of the channel will be determined when all
agents complete their actions synchronously. During
this time, all agents have knowledge of the following:
whether the LE of this round is successful; if successful,
which agent is elected as the leader. After knowing
this information, each agent can update its new state
sf 41 locally and obtain the corresponding reward and
punishment r*. Each agent can then adjust its policy
according to the reward and punishment obtained. Thus,
designing appropriate reward functions can help each
agent gradually avoid all the wrong decisions and learn
good decisions after iterative training steps to determine
the optimal policy.

Terms other than state transition probability
mentioned above will be defined step-by-step for the
problem in the following sections. Most reinforcement
learning scenarios preset the state transition to
be random. However, in the current problem, the
determination of the new state is jointly determined by
all agents, which is no longer random (as mentioned
above, the determination of the new state of the channel
is jointly determined by all agents after the synchronized
actions), thereby simplifying the problem.

Leader election: Each LE requires the main and
auxiliary rounds. In the main round, each agent chooses
to send a message according to the probability learned
by itself (this type of agent is named B1) or listen to the
channel (this type of agent is named B2). If each agent
B2 has successfully decoded information in the first
round, then this agent will remain silent in the auxiliary
round to inform the success of agent B1 that chose to
send a message to the LE in the main round. Each agent
B1 listens in the auxiliary round; if the sensed channel
is idle, then the agent has been successfully elected as
the leader. In this case, the main round is defined as a
successful round #;. Otherwise, in the auxiliary round, if

agent B2 cannot successfully decode the message in the
main time slot due to the transmission of multiple nodes
or the silence of all nodes, then the agent will choose to
send a message in the auxiliary round. In this case, agent
B1 senses a busy channel, and the main round is defined
as a failure for the LE. The auxiliary round is used for
nodes to verify the usage of the channel in the main
round. The following mainly discusses the situation in
the main round.

States: In each round ¢, the channel utilization index
5" (ts) of each agent i is defined as the state s? (¢) of each
agent, that is, s’ (1) = s’(t;). The channel utilization
index s’ (t;) describes how many successful rounds agent
i has experienced since its successful election as the
leader last time, specified in the following:

- s(t)+1, ifi is not elected as the leader;
s'(tsH) = e
0, ifi is elected as the leader

ey
Notably, this index is updated only when an agent is
elected as the leader in this round (successful round),
where i represents the ID of the node and #; represents
the successful rounds of electing leaders during the
training process. The index update is shown in the
above formula. For example, if agent i is elected as
the leader in this successful round, then its index will
be reset to zero while that of other agents is increased
by one. This formula indicates that the state transition
is deterministic, which simplifies the complexity of the
learning environment and facilitates the easy training of
the neural network.

The average index is derived from above: s(t;) =
> "_, s'(t5)/n. For each agent i, a global index table is
maintained locally to calculate 5(zs). For example, Fig. 1
shows the situation where only node 3 is elected as the
leader.

Actions: In each round 7, each agent i has an
independent probability of p; to transmit a message or
an independent probability of 1 — p; to listen. The action
of an agent i in round ¢ is denoted as A’ (¢),

ID 1 2 3 4 n
Index 6 4 8 3 3
Index table in round #
Node 3 is elected as the leader

1D 1 2 3 4
Index 7 5 0 4 . 4

Index table in round 7+1

Fig. 1 Example of how the index changes.
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. 0, if the node does not send a message;

A(r) =

1, if the node sends a message.

Reward: Immediate reward is the value that the
environment feeds back to the agent. The reward of agent
i and the observed value of the reward are recorded as
variables R’ and 7!, respectively. The discount return of
agent i is the weighted sum of its reward,

U =R +y R +v R, +v R+
where y € [0,1] is the discount factor.
mathematical viewpoint, an infinite sum of rewards may
not converge to a finite value and is difficult to address
in equations. However, the infinite sum will converge
with a discount factor and under reasonable conditions.

Reward shaping: In the setting of multiagent
cooperation, the reward design is generally R!=
R? = ...= R". In the case of multiagent competition,
the reward design is R! o« —R?. However, the problem
lies in a mixed task with cooperation and competition:
all agents must not only cooperate in electing a leader
but must also compete for the leadership of each round.
Specifically, after all agents complete their action in each
round, only two cases remain in the channel, which is
denoted as C(t),

From a

c) 1, if only one node transmits in main round;

0, otherwise
@

If an agent’s A(t) = 1 at time ¢, its index s'(Z;) is
abbreviated as s,, and each agent can learn s, from its
updated index table. Thus, the reward is designed as
follows:
1, C(t) = 1and s, > 5(¢5);
—1, C(t)=1, s'(t;) <5(ts), and A/ (1) =1;
—1, C(t)=1, s'(t;) >5(ts), and A’ (t) =0;

0, otherwise

rit)=

(3)

As shown in Eq. (3), for each agent i in the main round

t with C(¢) = 1, which indicates that ¢ is a successful
round for LE. At this time, if the index of the elected
leader is no smaller than the average index, that is, s, >
5(s), then this index is a good result because all agents
cooperate to elect a leader and consider the fairness of

the index. Therefore, all agents will be rewarded with 1.

However, if the index of the elected leader is less than
the average index, that is, s, < §(Zs), then the leader in
the current round is believed to be elected too frequently
(i.e., (s"(ts) < 5(t;) and A’ (t) = 1)). Therefore, this
leader is given a punishment by setting the reward as

—1. Additionally, the agents who should have competed
for the leader but did not, that is, (s’ (t;) > 5(s) and
Al(t) = 0), are punished. The two aforementioned
situations are considered the embodiment of the essence
of the problem as a mixed task type of competition and
cooperation. In other general situations, the agents are
neither good nor bad; thus, they are neither rewarded nor
punished.

4.2.2 Derivation process of the algorithm

The policy function must also be defined to construct
the mapping of (7 : S — A) to achieve the maximum

return,
m@|s)EMA=al|S =ys).

The input of the policy function 7 is stated as s, and the
output is a probability value of action A between 0 and 1.
Whenever a state s is observed, the policy function is
used to calculate the probability of each action. Specially,
M(A = a | S = s) is the probability that the agent takes
an action a when it is in the state s. Random sampling is
then given to obtain action A, and the agent will execute
action 4.

The most effective method to obtain such a policy
function is to use neural network m(a | s;0) to
approximate the policy function 7(a | s). The neural
network m(a | s;0) is called a policy network. 6
represents the parameters of the neural network and
is randomly initialized at the beginning. The collected
states, actions, and rewards are then used to update 6.
A policy network means approximating policy function
with the neural network. Each agent can have its policy
network. The current problem is discrete control, and
the policy network of each agent i is denoted as

f=ntls6.

The input of the policy network is state s, and the
output is a vector f' . The dimension of vector f' is
the size of the action space |.Ai | Each element of
f represents the probability of action. The elements
of f are all positive real numbers and add up to 1.
Random sampling according to f is performed during
decision making to obtain action @', and agent i executes
this action. For a typical Reinforcement Learning (RL)
problem, the following two indicators are also necessary
to solve the RL problem. The first indicator is the action
value function (Q-value function), which represents
the cumulative expected reward R; after taking action
a, from state s, and following the policy z. The action
value function of the agent is recorded as
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oo
Q,r (St,at)zE[Rt | St,(lt]:E |:Z’J/l}’z+l' | st,a,:|.
i=0

The second indicator is the state value function,
denoted as V(S), which is used repeatedly in policy
learning methods. This indicator is the expectation of the
action value function Q- (S, A) regarding the current
policy m. The state value function of the agent is as
follows:

Vi (s¢) = EAt'vrr(«Is;) [Ox (5¢, A7) =
Y w(als:): Qn (si.0) €

acA

If a policy is good, then the mean value of V(S)
should be large for all states S. Therefore, the objective
function is defined as

J(0) = Es [Vx(S)].

This objective function excludes the factor of state
S and only relies on the parameter 6@ of the policy
network 7. A superior policy indicates a large J(8).
Updating the parameter 6 of the policy network aims
to gradually increase the objective function J(8), thus
strengthening the policy network. This gradient of the
objective function is called the policy gradient, which
can be written in the form of the following theorem.
The subsequent derivation of the algorithm will be
based on this theorem. The policy gradient theorem was
independently proposed by Marbach and Tsitsiklis in

199941 and Sutton et al. in 200081,
210)

00
dl AlS;0
Es |:EA~JT(~|S;0) [% - 0x(S, A):H %)

Policy learning can then be expressed as an
optimization problem: maxg {J (@) 2 Eg [V (S )]}.
The simplest algorithm to solve this maximization
problem is gradient ascent: @ <— 0 + 8 - Vo J(0), where
B is the learning rate, which must be manually adjusted,
and Vg J(0) is the policy gradient. According to the
policy gradient in Eq. ((5)),

Vo J(0) =

Eg [EA~JT(|S;9) [Q7(S,A)-VgInm(A]S; 0)]] (6)

Analytically determining this expectation is
impossible because the probability density function of
state S is unknown. However, the expectation in the
policy gradient can be approximated through the Monte
Carlo approximation of expectation*®!. Monte Carlo
is an umbrella term for a broad class of randomized

algorithms that use random samples to estimate true
values. One state s is observed from the environment
at a time corresponding to the observed value of the
random variable S. According to the current policy
network (policy network parameters must be the latest),
an action is then randomly sampled: a ~ n(- | 5;0),
and the stochastic gradient is calculated as follows:
g(s,a:0) £ 0x(s,a)-Volnm(a|s:0)  (7)

g(s,a; 0) is the unbiased estimate of policy gradient
Vo J(0),
VoJ(0) = Es [Ea~x(is:0)[9(S. 4;0)]].

Applying the above conclusions, stochastic gradient
ascent can be performed to update 8. Therefore, the
objective function J(0) grows step by step: 6 <«
0 + B - g(s,a;0). However, this method still fails,
and g(s, a; @) cannot be calculated because the action
value function Q (s, a) is unknown. In RL literature,
0 (s, a) is approximated by two methods: one approach
is REINFORCE proposed by Williams in 19921471,
which approximates Q (s, a) with the return u of the
actual observation; the other approach is actor-critic,
which uses a neural network ¢(s, a; @) to approximate
0 (s,a), where @ represents the parameters of the
neural network and is randomly initialized at the
beginning. The collected states, actions, and rewards are
then used to update @. The second solution is adopted
in the current study. Next, the actor-critic method is
comprehensively introduced. The policy network 7 (a |
s; @) is equivalent to an actor, which makes action a
based on state s. Value network ¢ (s, a;®) is equivalent
to the critic, who scores the performance of the actor and
quantifies how good or bad action a is in state s. The
relationship between the policy network (actor) and the
value network (critic) is shown below.

Instead of reward R, the objective function of policy
learning J (@) lies in the expectation of return U. The
current reward R is still meaningless to the policy
network. Training the policy network (actor) requires the
return U, which is the weighted sum of all the rewards
in the future. The value network (critic) can estimate the
expectation of return U and thus help train the policy
network (actor).

4.2.3 Specific description of the algorithm and the
overall network structure

Training of the policy network (actor): The policy

network (actor) wants to improve his acting, but the actor

does not know what kind of performance is effective;
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thus, he needs the help of the value network (critic).
After the actor makes an action a, the critic will give a
score § £ ¢(s,a;w) and provide the score as feedback
to the actor to help the actor make improvements. Using
the current state s and the critic’s score ¢, the actor
calculates the approximate policy gradient and then
updates his parameter 8. Thus, the performance of the
actor is praised by the critic and the score § increases.
The basic idea of training the policy network is to
update the parameter 6 with the approximation of policy
gradient Vg J(6). The unbiased estimator of the policy
gradient was previously derived in Eq. ((7)). Value
network ¢(s,a;®) is the approximation of the action
value function Q,(s,a). Therefore, Q. in Eq. ((7))
above is replaced by the value network to obtain the
approximate policy gradient,
g(s,a:0) = q(s,a;0)-Volnu(a|s;0)  (8)
critic’s rating

Finally, the parameters of the policy network are
updated by gradient ascent: 6 < 0 + - g(s,a;0).
Training of the value network (critic): The above
analysis reveals that the above method of training policy
network does not really contribute to the improvement
of actors but only increases their suitability for the
critic. Therefore, the level of the critic is also crucial,
and the level of the actors can be truly improved only
when the critic’s score ¢ truly reflects the value of
the action Q. Initially, the value network parameter
w is random. The State-Action-Reward-State’-Action’
(SARSA) algorithm originated in Ref. [48] can be used
to update w and improve the level of the critic. Each time
areward r is observed in the environment, r is regarded
as truth and used to calibrate the ratings of the critic.

In the SARSA algorithm, the value network at time ¢
outputs:

4e = q (s1,a1:0),

which is an estimate of the action value function. At
time are actually observed; therefore, the Temporal-
Difference (TD) target can be calculated as follows:
2ty -q (i1 a1 0),

which is also an estimate of the action value function
O (8¢,ay). ¥y is partly based on the actually observed
reward r;; thus, y, is believed to be closer to
the truth than q (s;,a;;). Therefore, y, is fixed,
and ¢ (s;,a;;w) is encouraged to approach j;. The
SARSA algorithm specifically updates the value network
parameter @ in this way. The loss function is defined as
follows:

L@) £ ]

Let ¢; £ q (8¢, ay; @), the gradient of the loss function
1s

q (s¢,ap,0) — )st]z

VoL(®) = (§r — Yt) Voq (s, ar;0) .
—_—
TD error §;
o is updated with gradient descent,
W< w—0uo-VyL(w).

Updating @ in this way makes ¢ (s;,a;;®) close
to y;. SARSA can be understood this way: the
observed reward r; is used to calibrate the critic’s score
q (8¢, a;; w). Finally, the flow chart and the pseudocode
of the algorithm are given in Fig. 2 and Algorithm 1,
respectively.

5 Simulation Result

The experimental results from the simulation are
presented in this section to evaluate the efficiency of
the proposed algorithm in achieving the consensus.
As mentioned in the framework of the consensus
protocol, the LE process directly impacts the efficiency
of consensus. Once a leader is elected, completing the
BP, BC, and CU stages takes three additional rounds.
Thus, in the following, the efficiency of the LE algorithm
is observed in each episode, which contains 1000 main
and auxiliary rounds.

Parameter setting. This simulation has n agents
randomly and uniformly distributed in a circular area
with a radius of R = 100 m, and the minimum distance
between agents is 1 m. Ambient noise N is normalized
to 1 dB, the transmission range of the equipment is set
to 200 m, and the maximum transmission power P =
2R" Ne. If unspecified, then all agent parameters are set
as follows: policy network learning rate is set to 0.0003,
value network learning rate to 0.0005, y = 0.9, and
Tmax = 1000. All results are provided on TensorFlow
1.8 and Python 3.6 platforms. All simulation results
are generated on a computer configured with Intel Core
17-8565U@1.80 GHz.

Simulated results. First, as shown in Fig. 3, the
convergence of the Deep Reinforcement Learning (DRL)
algorithm with different numbers of agents is evaluated
using the variation of the total reward obtained from a
single agent in each episode during the training process.
The results reveal that the agent can always gradually
obtain the maximum total reward and converge after
sufficient episodes. With the increase in n, raising
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Fig. 2 Actor-critic framework of our MAAC algorithm.

Algorithm 1 MAAC algorithm

1:
2:

® R 0k

fori =1,2,....,ndo

Initialize parameters 6’ in the policy network
7t (-] s7;0") and parameters w’ in the value network
@i (s’-,&i;’w"),

Initialize state (index) s’ (f) = s’ (t5) = 0 and the local
index table.

. end for
. for episode = 1,2, ..., Ep,y do:

fort =1,2,..., Ty do:
for each agenti = 1,2,...,n do:

The policy network makes a decision based on the
channel state s’ at the current time ¢: ai ~ 7/ (- | si;07).
Specifically, let the agent sample the action a§ based on the
probability distribution of the current policy network output
and execute this action.

Obtain a new state si +1 (1) and a new reward rf
Eq. (3) from the current channel state. Make decisions based
on the policy network: &§+1 ~ (| 5;+1 :6), but do not
let the agent perform the action al r+1-

Let the value network score the policy network:
4; =q'(s;.ap:@")  and é;‘-f—l = ql(5;+1v'd;+1';wl)-

Calculate TD target and TD error: y; =r; + y -
Gy and 8; =q; — i _ ) .

Update value network: @' <« @' —a -6} -
Veiq' (si,al;of).

Update policy network: 6 < @' + - g! -
Vi Inmi (@l | si;07).

end for
end for

: end for

episodes (i.e., training time) facilitates the convergence
of total reward to the maximum value. This advantage
facilitates the easy deployment of the proposed algorithm
in large-scale distributed network scenarios without
degrading performance. Figure 3 demonstrates that
the proposed algorithm converges well, which directly
proves the “termination” property. Combined with the
four aforementioned stages of consensus that guarantee
“validity” and “agreement”, the proposed algorithm fits
well with the three properties of consensus algorithms.
Second, as shown in Fig. 4, the success rate (the ratio
of successful rounds to the total rounds) of the introduced
learning algorithm in each episode and that of the
previous randomized algorithm are compared!'3. The
results show that despite the randomized algorithm with
a stable success rate, the proposed learning algorithm
can outperform the stochastic algorithm after sufficient
training. Notably, the success rate after the algorithm
has sufficiently converged can reach almost 100%,
which is approximately 2.5 times larger than that of
the randomized algorithm. Moreover, the success rate of
the randomized algorithm decreases when n increases.
The success rate has been proven to decrease to the
lower bound of 1/e in Ref. [13] when 7 is infinite. By
contrast, the performance of the proposed algorithm is
insensitive to the increase in n. When 7 increases, only
the corresponding episode must be increased to reach a
100% success rate. Therefore, the efficiency of the
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Fig. 4 Comparison of the success rate in each episode between the learning and randomized algorithms.

proposed algorithm on consensus is optimized. the probability. However, a considerable amount of
Finally, as shown in Fig. 5, the number of times uncertainty will always remain in the actual situation
that the agents are elected as the leader when the due to the randomization, which is illustrated by the
proposed learning algorithm reaches the maximum slightly equal blue bars in the figure. In the case of
reward is compared with the counts of the randomized convergence, the proposed algorithm can finally ensure
algorithm in Ref. [13]. The results show that the that the number of times each agent is elected as the
randomized algorithm only guarantees the fairness of leader is exactly the same, as shown by the absolute
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Fig. 5 Comparison of the number of times that each agent is elected between the learning algorithm and the randomized
algorithm.



1020

equality of the red bars in the figure, thus ensuring actual
fairness.

The experimental results generally show that when our
algorithm is well trained to the final convergence, each
agent will be elected as the leader in turn, i.e., each agent
is determinately re-elected as a leader if it has elapsed
an interval of n — 1 successful rounds since it was last
elected as leader. Thus, the efficiency of the proposed
algorithm on consensus is optimal.

6 Conclusion

Different from the previous resource-consuming
protocols for consensus in blockchain, a lightweight
consensus protocol is designed in this paper for the
blockchain system in a single-hop wireless network. A
distributed MARL algorithm is designed to optimize the
efficiency of the protocol in achieving the consensus.
Numerical results from the simulation show that the
proposed protocol can improve the efficiency of the
consensus in blockchain by 250% compared with
previous work, demonstrating optimal efficiency. Future
work will extend to the multihop and multiple-channel
scenarios.
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